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Abstract. Automated detection of semantic concepts in multimedia
documents has been attracting intensive research efforts over the last years.
These efforts can be generally classified in two categories of methodologies:
the ones that attempt to solve the problem using discriminative methods
(classifiers) and those that build knowledge-based models, as driven by the
W3C consortium. This paper proposes a methodology that tries to com-
bine both approaches for multimedia retrieval. Our main contribution is
the adoption of a formal model for defining concepts using logic and the in-
corporation of the output of concept classifiers to the computation of anno-
tation scores. Our method does not require the computationally intensive
training of new classifiers for the concepts defined. Instead, it employs a
knowledge-based mechanism to combine the output score of existing clas-
sifiers and can be used for either detecting new concepts or enhancing the
accuracy of existing detectors. Optimization procedures are employed to
adapt the concept definitions to the multimedia corpus in hand, further
improving the attained accuracy. Experiments using the TRECVID2005
video collection demonstrate promising results.

1 Introduction

The exponential growth of multimedia content during the last decade has made
efficient indexing and retrieval a necessity. The appearance of evaluation frame-
works such as TRECVID [I] and baseline frameworks such as Mediamill [2] and
Columbia374 [3] reflects this trend.

Much of the research effort towards this direction is governed by the devel-
opment of discriminative concept classifiers, often yielding satisfactory results.
These can be further improved by using classifier score fusion [4] with concepts
either selected manually [5] or determined automatically [67].

On the other hand lie methods relying on knowledge. These are mainly based
on inference using expressive Description Logics [8]. Extensions of these methods
that model certainty using Fuzzy Description Logics [9] have recently been suc-
cessfully employed for multimedia retrieval [TOJTT]. These, however, have certain
restrictions, imposed mainly by the computational cost of reasoning which can
become prohibitive when dealing with large concept collections.
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Present paper proposes a methodology that aims at combining virtues from
both aforementioned approaches.The output scores of concept classifiers are
fuzzified and used by formal fuzzy knowledge models to detect semantic con-
cepts in multimedia. This way, the computationally intensive training of new
classifiers is unnecessary. Furthermore, based on a notion that (existential or
universal) quantifiers are of no use in this particular case, the knowledge models
adopted are very simple, minimizing the complexity of reasoning.

The target of our methodology is two-fold, aiming at (i) providing an inex-
pensive yet reliable means of extending existing concept detector schemes and
(ii) enhancing the detection accuracy of concepts for which specialized classifiers
already exist. A virtue of this approach is that it does not dictate the type of
features used. In fact, concept classifiers used may be trained using completely
different feature vectors.

Moreover, our method is coupled with optimization schemes that help to adapt
the fuzzy definitions to the dataset in-hand. To this end, we use a genetic algorithm
which is accompanied with of k-fold cross validation [I2] and RankBoost [I3] re-
sampling algorithms, in order to avoid over-fitting on the training sets and provide
a more modest estimation on the behavior when applied to the test set.

We must point out that our method does not necessarily provide better results
than concept classifiers in all cases. However, exploitation of the estimate of
its performance can help us determine when its use is of potential benefit for
classifier enhancement.

Experiments conducted using the LSCOM concept ontology on a TRECVID
dataset demonstrate the effectiveness of the proposed approach on real data.
Results show that new concepts can be efficiently defined, often attaining per-
formance comparable to specifically trained concept classifiers (but with minimal
computational effort) while it can provide significant improvement to detection
of corresponding concepts for which classifiers exist.

The next section is devoted to describing the Fuzzy Models, while section
describes the fuzzy degrees adaptation procedure. Section [ presents experiments
conducted on real data and section [l concludes the paper and includes some
future directions.

2 Fuzzy Definition Models

The main idea of our approach is to rely on the result of reliable concept-
classifiers to infer on other concepts.

Concept classifiers treat an image as a whole and provide information whether
it (up to a certain degree) belongs to a certain class or not. However, they provide
no evidence on the existence and the type of possible interrelations between the
detected concepts. Due to this reason, it makes no sense to model these relations
using object properties (‘roles’ in the Description Logics terminology).

Based on the previous notions we adopt a language which can contain state-
ments based on conjunction, disjunction and negation operators, i.e., disregard-
ing quantifiers and other expressivity tools provided by Description Logics. More
formally, the expressions are constructed according to the following syntax rule:
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c,D — A (atomic concept)
T (universal concept)
L] (bottom concept)
-C'| (negation)
CubD | (union)
cnbD (intersection)

Furthermore, we allow subsumptions to hold up to a certain degree, i.e., we
model uncertainty in a way similar to the one of [9]. In this direction, a concept
S; is subsumed by a concept C; to the degree f;, as displayed in equation [

< S, CCifi> (1)

Let a hierarchy 7 of such subsumptions, according to which, concept C' subsumes
concepts Si...S, i.e.,

<Sl Ecvfl >7

<SQ Ecva >7

T = (2)

<SR CC, fr>

Inference on the degree of the existence u(C') of concept C, based on the existence
of concepts S; as given by the fuzzified classifier output p.(S5;), is made according
to the type 1 definition which is of the following form

#(C) = U (el 1), 1) 3)

where the operators U and Z denote fuzzy union and intersection operators
respectivelyﬁ

The existence of the other concepts of 7 is computed with definitions of type
2 that take the following form

#(8i) = Lpe(©), T (N(T(1e(5)), £5)))) (4)

where the operator N denotes fuzzy complement (negation).
To illustrate these with an example, consider the hierarchy depicted in figure[Tl
that can be encoded as

< Car C Vehicle, foar >,
T = < Bus C Vehicle, fpus >, (5)
< Motorcycle T Vehicle, fprotor >

Definitions of type 1, computed with equation [ suggest that we compute the
degree of existence of "Vehicle’ as the logical union of the degrees of existence of
"Car’, 'Bus’ and 'Motorcycle’, meaning that a "Vehicle’ is a 'Car’ or a 'Bus’ or
a "Motorcycle’.

! The equation can be written this way (with union taking multiple inputs) due to
the associativity and commutativity properties of fuzzy norms.
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f
Car Motor
fBus

Motorcycle

Fig. 1. An example of a simple hierarchy

On the other hand, with a type 2 definition, we can compute the existence of
a 'Car’, defining it as a "Vehicle’ and not a 'Bus’ and not a ’Motorcycle’, when
scores for the latter concepts exist.

Note that by forming definitions of type 2, we make a disjointness assumption,
i.e., all hierarchy siblings are assumed to be disjoint. This could not always be
the case. For instance an image may contain two sibling concepts (such as a ’Car’
and a 'Motorcycle in our example) at the same time. However, this assumption
leads us to easy definition extraction and proves to work in practice as shown in
the experiments of section [

As stated before, our approach can also become useful when the classifier
score for the concept under examination is available and the goal is to improve
the retrieval performance. In this case, in order to compute u(C) given the
fuzzified output p.(C) of the corresponding classifier, we use u.(C) and eq.[Blin
a disjunctive manner, and a type 1 definition takes the following form

w(C) =UT(1e(C); fo ), U(T(pe(S:), fi)) (6)
In a similar manner derives inference for concepts of type 2:

1(Si) = U(Z(pe(S5), fi)vl—(ﬂc(c)vj:;z’;i(N(I(NC(Sj)a fi))) (7)
Subsumptions in the form of Eq. [l can be extracted from crisp domain ontologies
such as LSCOM [I4], and use optimization techniques to compute the degrees f;,
fuzzifying the hierarchy (i.e., making subsumptions hold up to a certain degree)
and adapting to the dataset under examination.

3 Adaptation to the Corpus In-Hand

In order to fuzzify the knowledge source we have to compute the weights (i.e. the
values for f;) presented in the previous section. This is essentially an optimization
problem.

The target is to compute f; with respect to the current dataset with the goal
of maximizing the average precision for each of the defined concepts. For the
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parametric norms (we have experimented with Dubois-Prade and Yager class)
the value of the norm parameter is also determined by training.

As the optimization surface proves to contain local minima we employ a ge-
netic algorithm for this task. The fitness function to be minimized is the arith-
metic negation of the average precision.

In order to improve the generalization properties of the computed weights we
use two resampling methods; k-fold cross validation and a modified version of
RankBoost[13].

3.1 k-Fold Cross Validation

In k-fold cross validation the original training samples are firstly partitioned into
k subsets, called folds. Due to the nature of the video dataset (scarce positive
samples tend to appear in bursts) the partitioning of the training set into folds
is made by evenly distributing the positive samples in every fold. This assures
that all £ folds are representative of the whole set, with respect to the prior
probability of positives.

Then the genetic algorithm is called to train the fuzzy weights using as training
set all the samples in k—1 folds, leaving one fold out, which is used for validation.
This procedure is repeated k times until each fold has been used for training k—1
times and for validation exactly once.

Finally, we end up with k sets of fuzzy weights which are averaged to obtain a
single set. These are the values for f; that are then incorporated to the inference
function.

The results obtained by this method in the training set are used as a modest
estimate of the expected average precision of a concept in the test set, there-
fore providing a way to determine the potential improvement of performance in
classifier enhancement. Since the method is not so prone to over-fitting on the
training set the selection of the potentially improved classifiers can be made by
setting a performance threshold.

3.2 RankBoost

Boosting is a technique used in machine learning that tries to create a set of
weak learners and combine them into a single strong learner.

The optimization scheme used here is a modified version of the RankBoost
algorthm (see [I3]). The algorithm runs in 7' rounds, randomly choosing all the
positive and an approximately equal number of negative samples to form a new
training set for the next round. A distribution function is initialized for the
purpose of determining which samples are going to be used for training in each
round. This distribution function is updated in each round, so as to promote the
selection of samples that were misclassified in the previous rounds.

In each round, the genetic algorithm is called to train the weights with respect
to the subset of the samples that have been chosen as training set. This means
that the genetic algorithm training procedure will rerun from scratch exactly T
times.
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Finally, RankBoost computes T sets of fuzzy weights and inference is per-
formed using a combination of them, which is a weighted average with the ac-
curacy obtained in each round.

4 Experiments

For the purpose of our experiments we have used the Columbia374 [3] set of
semantic concept detectors, which also includes the ground truth, the features,
and the results of the detectors over the TRECVID datasets.

Our dataset consisted of the 47 videos of the TRECVID2005 development set
that were not used for training the Columbia classifiers. These videos (corre-
sponding to 20054 shots) were split to a training (23 videos) and an evaluation
(24 videos) set, each one containing about 10000 shots.

In order to form the definitions automatically, we used a cut-down version
of the LSCOM, that includes the 374 concepts of our dataset and exploited its
hierarchy. We have conducted two experiments for evaluating our method. In
the first experiment we demonstrate how new concepts can be defined, in the
presence of no adequate classifier, while in the second one we perform a type of
query expansion in order to improve the accuracy of concept detection.

4.1 Concept Scalability

This experiment simulates the case of extending the vocabulary of a multime-
dia retrieval system using knowledge. This is fully scalable and extensible as
new concepts can be defined recursively, while training requires minimal effort
compared to building a classifier model for every new concept.

The definitions used for this experiment are of the form displayed in equations
and [

We have chosen to define concepts, already existing in the ontology but with-
out taking into account the actual classifier scores for them during inference.
Instead, we use these scores as a baseline for comparison purposes.

Figure@displays the attained average precision for several concepts, using this
kind of definitions. The concepts here were selected based on a certain threshold
imposed on their performance on the training set when using the cross validation
method. This gave us a hint of their performance on the evaluation set.

Commenting on figure Bl our methodology seems to yield very satisfactory
results, often comparable to the ones of specifically trained classifiers. In some
cases (see 'Road Overpass’ for example), it outperforms the corresponding clas-
sifier. This is very important considering the computational cost of training the
latter. Finally, in every case, the use of fuzzy weights, adapted to the set in-hand,
significantly improves the performance.

4.2 Classifier Enhancement

In this experiment classifier scores are taken into account and the definitions
formed correspond to the ones of the equations [ and [
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Fig. 2. Concept scalability experiment. Bars display the Average Precision attained
by the Columbia classifier, our definition without using fuzzy weights, (i.e., with f;’s
set to 1), and our definition using weights calculated using the two proposed methods
respectively.

The goal here is to enhance the retrieval performance of the classifiers, using
a kind of knowledge-based query expansion.

The average precision attained in this case for the concepts of figure [ is
illustrated in figure

As it can be seen, the results of our method provide improvement over the
ones given by the Columbia classifiers. Once again, proper fuzzy weights seem
to increase the performance. Finally, comparing these to the results of section
ATl confirms our expectation that the use of classifiers, whenever available, is
beneficial for our method.

4.3 Comparison of Fuzzy Norms

Finally, the same experiment was carried for multiple fuzzy T-norms coupled by
their corresponding, dual in terms of fuzzy complement, T-conorms (see [15] for
more on this subject). Table [l displays the mean average precision in each case.

Some comments are worth to be made here: The pair algebraic product/ sum
yields the best results in this dataset, while drastic product/ sum seem to be a
completely inadequate choice. The standard (min/max) operators have decent,
but far from optimal, performance.

Furthermore, contrary to one might expect, the parametric norms (Dubois-
Prade and Yager class) have not performed very well. A potential reason might
be that in this case optimization may have failed to train their extra parameter
over the dataset.
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Fig. 3. Classifier enhancement experiment. Bars display the Average Precision attained
by the Columbia classifier, our definition without using fuzzy weights, (i.e., with f;’s
set to 1), and our definition using weights calculated using the two proposed methods

respectively.

Table 1. Mean Average Precision attained for various pairs of fuzzy norms

fuzzy T-norm cross validation RankBoost

Standard (min) 0.3065
Algebraic product 0.3220
Drastic product 0.0866
Bounded difference 0.3132
Dubois-Prade 0.3087
Yager 0.2756

5 Conclusions

0.3013
0.3206
0.0871
0.3093
0.2889
0.2970

We have presented a methodology for constructing fuzzy definitions and em-
ploying them for concept detection in multimedia, based on classifier results.
The fuzzy weights are efficiently adapted to the corpus available. Our approach
is useful both extending a concept collection and improving classifier scores in
multimedia retrieval, all with a minimal computational effort. Experiments have
shown that the method performs well on real data, often outperforming specifi-

cally trained discriminative classifiers.

Further improvement of the definition extraction methodology, fine tuning
the optimization procedures as well as experimentation on other datasets are of

potential interest for the future.
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