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Abstract

In this work, the problem of word sense disambiguation
is formulated as a problem of imprecise associations be-
tween words and word senses in a textual context. The ap-
proach has two main parts. Initially, we consider that for
each sense, a fuzzy set is given that provides the degrees of
association between a number of words and the sense. An
algorithm is provided that ranks the senses of a word in a
text based on this information, effectively leading to word
sense disambiguation. In the second part, a method based
on WordNet is developed that constructs the fuzzy sets for
the senses (independent of any text). Algorithms are pro-
vided that can help in both understanding and implementa-
tion of the proposed approach. Experimental results are sat-
isfactory and show that modeling word sense disambigua-
tion as a problem of imprecise associations is promising.

1. Introduction

Consider two sentences: “In this paper, we talk about
word sense disambiguation” and “She only uses recycled
paper for her notes”. The word “paper” is used in both
sentences but with different meanings. Word sense disam-
biguation is the task of mapping each word in a text to a
sense (i.e., a semantic entity with specified meaning).

Word sense disambiguation is a very difficult task. In
fact it is even difficult to define the senses themselves, lead-
ing several scholars to claim that there are no specified ob-
jects or concepts, that meaning depends on the linguistic
use of words. At the same time, however, word sense dis-
ambiguation has attracted several scientists in the field of
computational linguistics. Initially it emerged as a prob-
lem in machine translation and “traditional” AI. The diffi-
culties of the problem, however, led researchers to abandon
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symbolic and deep knowledge-based approaches. Most re-
cent works treat WSD as a problem of statistical nature, or
attempt to tackle it using “shallow” knowledge-based ap-
proaches. For an excellent review of the problem of word
sense disambiguation and the various approaches proposed
in the bibliography, the reader is referred to [4].

The technological developments of the past decades led
to the emergence of new applications where word sense dis-
ambiguation can play a critical role. Examples include

• Information Retrieval. Search engines can be more
accurate if the search is performed based on senses
and not keywords alone. This idea received criticism
in [6] where the author stated that in order for WSD
to be useful in information retrieval, very high preci-
sion (90% and higher) WSD algorithms must be used.
In [9], however, a system was presented that exhibited
increased retrieval performance with only 62.1% dis-
ambiguation accuracy.

• Personalization. Word sense disambiguation can be of
great use to personalized text based services. More
specifically, WSD can lead to efficient automatic text
categorization that in turn allows the delivery of texts
to users based on (semantic) profile information. Fur-
thermore, it is of use in the task of automatically con-
structing profiles based on user actions since actions
(e.g., the links followed in a web page) can be assigned
semantic entities and not keywords.

• Content management and annotation. Discovering and
annotating semantic interrelations between documents
in large collections can be a daunting task of great cost
if done manually. Word sense disambiguation can be
used in exploring semantic relations to support auto-
matic or semiautomatic content annotation and adap-
tation.

In the following section of this paper a method is intro-
duced for word sense disambiguation given a fuzzy setWSi

for each senseSi. In Section 3 an approach for constructing



the setsWSi
based on WordNet is presented. Experimental

evaluation (Section 4) summarizes the results of the pro-
posed algorithms. The paper concludes in Section 5 with
some remarks and future perspectives of this work.

2. From words to word senses

2.1. Basic assumptions

Following the so-called “shallow” word sense disam-
biguation approach, this work does not aim at a full under-
standing of the text surrounding a word in order to disam-
biguate its sense. Instead, the goal is to model the associ-
ation between the text and the word under consideration to
rank its possible senses. More specifically, let a textT be
a sequence of words (punctuation and syntactic structures
such as sentences or paragraphs are ignored). We define
thecontextC of a wordw0 at a specific position inT as a
2N + 1 word window surroundingw0 i.e.,

C = [w−N . . . w0 . . . wN ] . (1)

The following assumptions are made:

1. The sense of a word depends on the words appearing
in its context. The part of speech, syntax and senses
of these words can be ignored without great loss of
information.

2. Although the exact nature of the association between a
wordw in C and a senseS of w0 is unknown, it can be
quantified as a degree of membership ofw in the fuzzy
set of words that are associated withS in a context.

The ultimate goal is to construct a fuzzy setSw0C =
d1/S1 + . . . + dn/Sn interpreted as the set of senses the
wordw0 assumes in the contextC 1. Then, for most practi-
cal purposes, the sense ofw0 is chosen to be the one corre-
sponding to max

i=1,...,n
(di).

2.2. Representation of senses as fuzzy sets
of words

In accordance to the assumptions made in the previous
section, we characterize each senseSi by a fuzzy set

WSi
= di1/wi1 + . . . + dik/wik (2)

of words that are associated withSi in a textual context.
Degrees of membershipdij of WSi

correspond to degrees

1The fuzzy setSw0C can also be seen as a fuzzy restriction and thus as
a possibility distribution whereπ(Si) = di, i = 1, . . . , n is the possibil-
ity of w0 in C to assume senseSi. Note, however, that the approach used
to derive the weightsdi does not utilize possibility theory.

of association between the wordswij andSi. A method for
constructingWSi

using WordNet is given in Section 3.
The weightsdij can also be interpreted as the degrees of

truth of the propositionswij ⇒ Si. If we define the (crisp)
variablesw taking values from the setWC of all words inC
andS taking values from the setSw0

of all possible senses
of the wordw0 to be disambiguated, the same proposition
becomes “ifw = wij thenS = Si is true to the degreedij”.

In order to evaluate the degree of truth of the proposition
S = Si conjunctive inference is used on these conditionals,
leading to

di = U
wij=wl

(dij) (3)

for i = 1, . . . , n (all senses ofw0), j = 1, . . . , k (all words
used to defineWSi

), l = −N, . . . , N and wl ∈ C (all
words in the context) whereU is a fuzzy union operator.
NoteU can be any fuzzyt-conorm (e.g., the algebraic sum
U(a, b) = a + b − ab and not just the standard fuzzy union
i.e., max). The choice ofU depends on whether a super-
idempotentt-conorm (U(a, a) > a) is desirable. Super-
idempotency enables the increase ofdi if a wordwij ∈ WSi

appears more than once inC. The experimental results pre-
sented in Section 4 were obtained using the algebraic sum
operator, although the method proved to be rather insensi-
tive to the choice of the union type.

The method presented above leads to the construction of
the setSw0C and is summarized in Algorithm 1.

Algorithm 1 Sense ranking.
Input: n possible sensesSi associated with wordw0 to
be disambiguated, a fuzzy setWSi

for each sense and the
contextC.
Output: The membership degreesdi of Si in the fuzzy set
Sw0C .

1: for i := 1 to n do
2: di := 0
3: for l := −N to N do
4: j := search_word(WSi

, wl)
5: if j > 0 then
6: di = U(di, dij)
7: end if
8: end for
9: end for

Notes: search_word is an arbitrary search algorithm that
returns the positive indexj of the wordwij if wl = wij (i.e.,
if wl is found in the setWSi

) or negative otherwise.

SinceC is readily provided from the given text docu-
ment, the inputs to Algorithm 1 that remain to be defined
are the sensesSi and the fuzzy setsWSi

, i = 1, . . . , n char-
acterizing each sense. The method proposed in this work
relies on WordNet to obtain this information.



3. WordNet as a fuzzy knowledge base

WordNet is a lexical database that generally provides the
following types of information:

1. Senses, corresponding to conceptual entities. A sense
is defined by a set of synonymous words (synset).

2. Relations between senses e.g., the hyponymy (“is a
kind of”) and the meronymy (“has part”) relations.

3. Additional information about senses, such as a small
description of each sense (gloss), the estimated fre-
quency of appearance of a sense with respect to a word
etc.

The reader is directed to [3] and [10] for more information.
The sensesSi, i = 1, . . . , n of a word are obtained

through WordNet. In order to defineWSi
for each sense

we utilize the relations between senses, the synset of each
sense and optionally frequency information.

3.1. Extracting fuzzy relations

Relations in WordNet are crisp. There is no impreci-
sion whatsoever associated with the statement“allergol-
ogy#1 is a kind of medicine #1”2. However, the existence
of a relationRt(Sj , Si) of typet (e.g., hyponymy) between
sensesSj andSi does not necessarily imply that words in
the synset ofSj will appear in the context of a word from
the synset ofSi. We are compelled to make an additional
assumption:

3. A senseSj has a degree of membership to a fuzzy set
of senses that are associated withSi in a context if the
two senses are related in WordNet withRt(Sj , Si).

For instance, consider sense 1 of the word “bank” and one of
its hyponyms, “credit union” (which is monosemous). We
assume that “credit union#1” belongs to the set of senses
associated with “bank#1” in a context up to a degree, while
the sense “riverside#1”, a hyponym of “bank#2”, is not.

Observe that in the absence of additional information,
the aforementioned degree of membershipdt depends on
the typet of relationRt. In our experiments we utilized
hyponymy, hyperonymy, holonymy, meronymy and domain
relations with weights0.9, 0.4, 0.4, 0.9 and0.9 respectively.
These weights are subjective evaluations signifying the im-
portance of each relation and were not derived experimen-
tally. In summary, for each relationRt(Sj , Si) in WordNet
a fuzzy relationRt(Sj , Si) = dt is constructed wheredt is
the weight assigned toRt.

2w#n reads: Wordw used with itsn’th sense

A B C

B w1 C w2 w1 w2

dt d1A dt d2B d1C d2C

Figure 1. Graphical representation of an ex-
ample Rt. Senses are noted in circles
while square boxes indicate words from the
synsets.

3.2. Quantifying word - sense relations

RelationsRt and consequentlyRt are not transitive. If
(A,B) ∈ Rt and(B,C) ∈ Rt then(A,C) /∈ Rt in general.
Of course, for the transitive closureR+

t of Rt, (A,C) ∈
R+

t . The same is true for the fuzzy relationsRt, where
the transitive closure is obtained via thesup-t composition
(max-t in our case, since relations are discrete).

Consider Figure 1 and assume that the degreesdiS

between a word and a sense are known. We ex-
tend Rt so as to include this word-sense informa-
tion as well and calculate its transitive closure which
gives R+

t (w1, A) = max(d1A, I(d1C , dt, dt)) and
R+

t (w2, A) = max(I(d2B , dt), I(d2C , dt, dt)) where I
is a fuzzy t-norm (e.g., algebraic productI(a, b) =
ab). Once again the properties of the standard union
may not be desirable, since one may wantR+

t (w1, A) =
U(d1A, I(d1C , dt, dt)) ≥ max(d1A, I(d1C , dt, dt)) (see
[5], p. 78 for a proof). It is possible to use any union op-
eratorU instead ofmax in the above equations, but cer-
tain issues arise: (i) There is no transitive closure and from
an algorithmic point of view one must define the number
of compositions applied for the calculation. (ii) Generally,
for R+

t (w2, A) in Figure 1U(I(d2B , dt), I(d2C , dt, dt)) 6=
I(U(I(d1C , dt), d2B), dt) (for max the equality holds) and
one of the two ways of applying the composition must be
selected (since the order of operations is now important, dis-
tributivity does not hold).

The last piece of information that is required is the de-
gree up to which a wordw in the synset ofSi is associated
with Si (e.g.,d1A in Figure 1). One way of automatically
computing this number is by exploiting the frequency score
of Si. If a word hasn possible senses we assign a higher
membership degree to the more frequent senses. In our ex-
periments, a sigmoid-like function was used

dwSi
= 0.3 + 0.7

1

1 + e−2(x−c)
(4)

wherex is the number of occurrences ofSi (frequency)
given by WordNet andc = fmax − fmin is the difference



of occurrence between the most and least frequent senses of
w.

The elements needed to constructWSi
are obtained by

R+
t (wij , Si) = dij for all relationst and wordsw that have

a non-zero membership degree. The process is presented in
a form suitable for implementations in Algorithms 2 and 3
where for the benefit of computational complexity a limited
depth search is applied for all relations. This is due to the
observation that relations that have a depth greater than 3
seem to have little effect on the disambiguation results for
the experiments that were performed. Note that these al-
gorithms do not depend on the contextC or the word to
be disambiguated and can be applied a priori to construct a
fuzzy knowledge base for word sense disambiguation based
on WordNet.

As a final post processing step, all degrees indi of Sw0C

were reduced by a penaltyd′i = di − length(WSi
)/1000.

This is for normalization purposes, since for aWSi
with

a large number of elements, the probability of matching a
word inC (and thus increasing the degreedi is higher).

Algorithm 2 Depth first tree traversal of relationRt and
retrieval of the elements ofWSi

(or equivalently calculate
R+

t (w,Si) for all words with significant membership de-
gree).
Input: WordNet information,WSi

, t, the current senseS
the current depth of the traversal and a depth thresholdT .
Output: UpdatedWSi

.

1: if depth:= 0 then
2: S := next sense in depth first traversal
3: depth:= 1
4: WSi

:=traverse_tree(WSi
, t, S, depth,T )

5: return
6: end if
7: if depth> T then
8: return
9: end if

10: for all elementsw in the synset ofS do
11: df := (given by Equation (4) if frequency is taken

into account or 1 otherwise)
12: dw := I(dt, . . . , dt

︸ ︷︷ ︸

depth times

, df )

13: if w already inWSi
with d′w then

14: dw := U(d′w, dw)
15: Change membership degree todw

16: else
17: Add w to WSi

with degreedw

18: end if
19: end for
20: S := next sense in depth first traversal
21: depth:= depth+ 1
22: WSi

:=traverse_tree(WSi
, t, S, depth,T )

Algorithm 3 Calculate allWSi

Input: WordNet information, then senses of the wordw0

to be disambiguated and the traversal depth thresholdT .
Output: WSi

, i = 1, . . . , n.

1: for i := 1 to n do
2: /* Initialize and get synset ofSi. */
3: WSi

= ∅
4: for all elementsw in the synset ofSi do
5: Add w to WSi

with degree given by (4) or 1 if
frequency is not taken into account

6: end for
7: for all types of relationst do
8: /* traverse_tree is given in Algorithm 2 */
9: depth:= 0

10: WSi
:=traverse_tree(WSi

, t, Si, depth,T )
11: end for
12: end for

4. Experiments

4.1. Experimental setup

Evaluation was performed using SemCor 2.0, a collec-
tion of documents from the Brown Corpus. More specif-
ically, the method was tested on 103 sense tagged texts
(brown1 collection of SemCor). The results below will be
in aggregated form for all evaluation data. Automatic sense
tagging was performed onall tagged nouns in SemCor 2.0
and only nouns were taken into account in the contextC as
well.

A note must be made about fine versus coarse grained
disambiguation. In WordNet, it is common for senses of the
same word to overlap i.e., to have similar but not exactly the
same meaning. Word sense disambiguation of fine-grained
senses is a very difficult task and this is depicted by the
fact that usually the human interannotator agreement is low
(72.5% for 2,212 words in Senseval-3 [7]) limiting the up-
per bounds of the expected machine performance.

The adjustable parameters of the proposed method are
(i) the choice of fuzzy operators (U andI), (ii) the length of
the context window (N ) (iii) the degreesdt assigned to the
various types of WordNet relations and (iv) the depthT of
the search. Apart from extreme cases, the results were gen-
erally not significantly affected by modifications of these
values. The values used in the following experiments are
shown in Table 4.1.

4.2. Results

The tables below indicate the mean, standard deviation,
best and worse precision results for all the test data (for pol-
ysemous words only and for all words). These results were



Parameter Value
U(a, b) a + b − ab
I(a, b) ab

N 36
dt (see Section 3.1)
T 4

Table 1. Parameter values used in the experi-
ments.

Measure Precision(%) Precision(%)
(polysemous) (all words)

Mean 58.5 67.2
σ 6.6 6.4

max 80 83.6
min 43.9 49.7

Table 2. Results without frequency informa-
tion for 103 texts.

obtained from two variants of the method, one that utilizes
frequency information and one that does not.

4.3. Comparison with related work

The bibliography in the wider area of word sense disam-
biguation is vast and the various approaches differ in their
information sources. Systems that employ supervised and
unsupervised training in conjunction with probability the-
ory have received much attention, while others propose the
combination of information sources towards WSD [8]. The
method proposed in this paper uses a single source (Word-
Net) and no training is performed, an advantage in real
world applications.

The best system in the all-words (not only nouns) task of
senseval-3 achieved65.2% precision. Although the results
presented in this paper correspond to noun disambiguation
only, the results show that proposed method seems promis-
ing in terms of performance.

For a more in-depth comparison of our algorithm with

Measure Precision(%) Precision(%)
(polysemous) (all words)

Mean 62.7 70.5
σ 6.6 6.0

max 81.4 84.8
min 44.3 56.6

Table 3. Results with frequency information
for 103 texts.

related works we implemented a method proposed by
Agirre and Rigau [1] that seems to fall in the same category
(since it is solely based on WordNet information). In this
work, the authors select four texts from the brown corpus
collection and evaluate word sense disambiguation with a
metric called “conceptual density” that is calculated based
on WordNet hyponymy. No frequency information is uti-
lized. They report the system’s peak precision to be at64.5
for both monosemous and polysemous nouns.

We implemented the aforementioned method in order to
test its performance on the entire brown1 collection. The
mean precision derived in our experiments was33.7%, the
standard deviation8.1%, the minimum precision achieved
was16.7% and the maximum62.9%. These lower num-
bers can be attributed to two main reasons: (i) We did not
experiment enough with conceptual density in order to de-
rive the optimal set of parameters hence the method surely
can provide better results and (ii) in [1] the results are re-
ported as pairs of precision and recall, meaning that they
are evaluated on a subset of nouns on the text while we pro-
vide results based on all tagged nouns of the test collection
without discriminating between successful and unsuccess-
ful disambiguation. Ultimately this can lead to reduction of
the reported precision levels, but can make the two methods
directly comparable.

5. Discussion

In this work the problem of word sense disambiguation
was formulated as a problem of imprecision. Several as-
sumptions were made that allowed the use of WordNet to
construct a fuzzy knowledge base for WSD. The results
were satisfactory, but the authors believe that the only in-
dication that this provides is that the presented approach is
promising. The problem is far from being solved and sev-
eral open issues can be identified:

1. Evaluate the use of other information sources apart
from WordNet (e.g., collocations) with the inference
method presented in Section 2.

2. Measure the role of fine-grained senses in the disam-
biguation process. What would be the improvement of
results if a coarse grained lexical database was used?

3. Derive a similar formulation that would be based on
uncertainty and belief measures [2] (e.g., using possi-
bility theory [11]) and compare the results.

4. Apply the method in practical scenarios and evaluate
its effectiveness in real world problems.

The last point is especially important since specific ap-
plication settings or knowledge domains may allow for im-
provements in WSD algorithms in terms of performance
and above all, in terms of practical use.



References

[1] E. Agirre and G. Rigau. Word sense disambiguation using
conceptual density. InCOLING ’96, pages 16–22, Copen-
hagen, Danmark, 1996.

[2] D. Dubois and H. Prade. Possibility theory, probability the-
ory and multiple-valued logics: A clarification.Annals of
Mathematics and Artificial Intelligence, 32:35–66, 2001.

[3] C. Fellbaum, editor. WordNet: An Electronic Lexical
Database. MIT Press, May 1998.

[4] N. Ide and J. Veronis. Word sense disambiguation: The state
of the art.Computational Linguistics, 24(1):1–40, 1998.

[5] G. J. Klir and B. Yuan.Fuzzy Sets and Fuzzy Logic; Theory
and Applications. Prentice Hall, 1995.

[6] M. Sanderson. Word sense disambiguation and informa-
tion retrieval. InSIGIR-94, 17th ACM International Con-
ference on Research and Development in Information Re-
trieval, pages 49–57, Dublin, IE, 1994.

[7] SENSEVAL-3, 3rd ACL-SIGLEX organized Evaluation Ex-
cercises for the Semantic Analysis of Text, homepage
http://www.senseval.org/senseval3, 2004.

[8] M. Stevenson and Y. Wilks. The interaction of knowledge
sources in word sense disambiguation.Computational Lin-
guistics, 27(3):321–349, 2001.

[9] C. Stokoe, M. P. Oakes, and J. Tait. Word sense disam-
biguation and information retrieval revisited. InSIGIR-03,
26th ACM International Conference on Research and Devel-
opment in Information Retrieval, pages 159–166, Toronto,
Canada, 2003.

[10] WordNet, a lexical database for the English language, home-
pagehttp://wordnet.princeton.edu.

[11] L. Zadeh. Fuzzy sets as a basis for a theory of possibility.
Fuzzy Sets and Systems, 1:3–28, 1978.


